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A full-head 143-channel superconducting quantum
interference device was used to study changes occur-
ring in the magnetic activity of the human brain dur-
ing performance of an auditory–motor coordination
task in which the rate of coordination was systemati-
cally increased. Previous research using the same task
paradigm demonstrated that spontaneous switches in
timing behavior that arise with higher coordination
rates are accompanied by qualitative changes in spa-
tiotemporal brain activity measured by electro- and
magnetoencephalography. Here we show how these
patterns can be decomposed into basic physiological
events, i.e., evoked brain responses to acoustic tones
and self-initiated finger movements. The frequency de-
pendence of the amplitudes of these component re-
sponses may shed new light onto why spontaneous
timing transitions occur in the first place. © 2000 Academic

Press

1. INTRODUCTION

This paper follows previous work (Fuchs et al., 1992;
Kelso et al., 1991, 1992), in which recordings of human
magnetoencephalographic (MEG) activity were related
to coordinated sensorimotor behavior. Subjects can
syncopate a simple motor response (finger flexion) to a
periodic auditory stimulus when the repetition fre-
quency is low (,2 Hz) but fall into a synchronized
response pattern at higher repetition rates. This well-
known spontaneous switch in behavior from syncopa-
tion (anti-phase timing relation) to synchronization
(in-phase) with an external metronome of increasing
frequency has been used to probe for evidence of
changes in neural activity patterns accompanying co-
ordinative instability (Kelso et al., 1990; Wimmers et
al., 1992). In previous studies, MEG signals were ob-
tained with a 37-channel magnetometer located over
the centrolateral area of the left hemisphere (contralat-
eral to the response) and revealed three major findings:
71
1. The topography of the dominant spatial pattern of
brain activity (obtained from a principal component
analysis) changed at the transition frequency;

2. The dominant frequency of the corresponding
time-dependent amplitude switched from the coordina-
tion frequency (prior to the transition) to twice the
coordination frequency (after the transition);

3. The time-dependent amplitude also showed a
shift of p that occurred contemporaneously with the
behavioral phase transition in sensorimotor coordina-
tion.

Here we explore transitions in auditory–motor coor-
dination using a 143-channel magnetometer that al-
lowed for full-head coverage, thus providing access to
cortical activity in both hemispheres at an enhanced
spatial resolution. Additionally, the area covered by
contralateral sensors was substantially larger than in
the earlier experiment (outlined with white circles in
Fig. 1). Our goals here are twofold: first, to replicate
and extend the set of phenomena described above using
more extensive sensor coverage and second, to explore,
using additional techniques, the neurobiological ori-
gins of instability in this type of sensorimotor task by
linking patterns observed during different coordinative
timing relations (and transitions between them) to the
more elementary events that constitute them, i.e., au-
ditory and movement evoked fields and their interac-
tion. We apply two procedures to decompose the spa-
tiotemporal signals associated with performance of the
coordination task into spatial patterns and correspond-
ing time-dependent amplitudes. We then show how the
primary activation patterns relate to the component
sensory and motor events: we found that the activity
prior to the transition is dominated by an auditory
event-related field, whereas after the switch to syn-
chronization, the pattern of largest amplitude corre-
sponds to motor events. Around the behavioral transi-
tion the contributions of the two patterns assume
similar values.
1053-8119/00 $35.00
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72 FUCHS ET AL.
2. METHODS

2.1. Experimental Procedure

Subjects were instructed to coordinate right finger
exion with a periodic series of auditory tones (1 kHz,
0-ms duration) in a syncopated fashion. Specifically,
ubjects (N 5 4; 3 male, 1 female) were instructed to
ime the peak point of flexion in the middle of consec-
tive tones. A trial consisted of 80 tones (cycles) pre-
ented at eight different rates (plateaus), beginning at
.0 Hz and increasing to 2.75 Hz in 0.25-Hz increments
fter every 10 cycles. This range of frequencies was
hosen because it is known to induce spontaneous tran-
itions to synchronization. The beginning of each trial
as cued with three quick tones and a long tone (1-s
uration) signaled the trial’s end. Sixteen trials were
ollected for each subject.

Two control conditions were also included. In the
uditory-only control, subjects listened to tones deliv-
red with an interstimulus interval randomized be-
ween 2 and 4 s—a typical set-up for evoked responses.
n the motor-only control, the subjects were instructed
o perform self-initiated movements with the same
ovement profile used in the coordination experiment.
hey were further asked to pace the movements with

nterresponse intervals of approximately 3 s.
Subjects performed all conditions while seated inside
magnetically shielded room (Vacuum Schmelze,

anau) with their heads held firm within a helmet
ontaining the superconducting quantum interference
evices (SQuIDs). The metronome was binaurally de-
ivered through headphones at a volume that the sub-
ect reported to be comfortable. Responses were mea-
ured as pressure changes in a sensitive air pillow
ocated just beneath the subject’s right index finger
nd connected via 10 m of plastic tubing to a pressure-
oltage transducer located outside of the shielded
oom. Subjects were asked to fixate at a point located
pproximately 2 m in front of them and to confine all
ye movement to breaks between trials.

2.2. Data Acquisition

MEG activity was recorded at the General Hospital
n Vienna, Austria using a multichannel full-head

agnetometer (CTF Inc., Port Coquitlam). The mag-
etometer had 143 SQuID first-order gradiometers
rranged in such a way that the scalp surface
as uniformly covered. Conversion to third-order
radiometers was performed in firmware using a set of
eference coils.

All signals (MEG, metronome, response) were band-
ass filtered between 0.3 and 80 Hz and notch filters
ere set at the European line frequency and its har-
onic, 50 and 100 Hz, respectively. They were then

ampled at a rate of 312.5 Hz and digitally stored for
urther analysis. Due to the length of plastic tubing
sed to measure the response, the movement signal
as subsequently corrected for a delay of 33 ms, the

ime to arrive at the transducer (given by the length of
he tube divided by the speed of sound in air).

Prior to each trial the locations of three well-defined
natomical landmarks (fiduciary points), the nasion
nd the left and right preauricular points, were digi-
ized. These three points were used to define the 3D
oordinate system for sensor locations with respect to
he subject’s head.

2.3. Data Inspection and Segregation

Off-line all MEG and EEG signals were manually
nspected for eye blinks and other artifacts. Contami-
ated data segments were marked and discarded from
urther analysis. Data from one of the male subjects
ere found to be extremely noisy due to dental fillings
nd were excluded from discussion in this paper.
Single cycles were classified as “syncopate” if the

ssociated response fell within a range of 660° from
he point midway between two tone onsets (i.e., 180°)
nd as “synchronized” if they were inside the same
ange relative to tone onset (i.e., 0° phase). All other
ycles were omitted from further analysis. After this
ehavioral editing procedure, approximately 100–150
ycles per sensor, frequency, and subject remained and
ere averaged with respect to tone onset, yielding one

ime series per SQuID sensor, frequency plateau, and
ubject.

2.4. Single-Channel Analysis

Simple frequency decomposition of averaged wave-
orms was done with a discrete Fourier transform
DFT) to obtain power and phase spectra. The funda-

ental frequency always corresponded to the rate of
oordination (i.e., plateau frequency) since averaging
as done on a cycle basis. The relative phase of the
rain signal in a single sensor was calculated from the
ourier transform as

w 5 arctan
I~c1!

R~c1!
, (1)

here c1 is the (complex) Fourier coefficient for the
fundamental frequency, and R(c1) and I(c1) are its real
and imaginary parts, respectively.

2.5. Spatiotemporal Analysis

To extract relevant information present in the time
series from 143 sensors we apply two linear projection
techniques, namely the Karhunen–Loève (KL) decom-
position (also known as principal component analysis
or PCA) and dual-basis projection. Both procedures
separate the spatiotemporal dynamics into a spatial
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part represented by (usually a few) spatial patterns
and a temporal part, i.e., the amplitude of each of these
pattern’s evolution in time. In the case of the KL ex-
pansion both the spatial patterns and their amplitudes
are calculated from the same data set and represent
the dominant modes in the signal. However, the spatial
patterns are restricted by orthogonality constraints
and thus may not necessarily correspond to patterns
that comprise the original signal set. On the other
hand, the top spatial mode, i.e., the pattern accounting
for the largest part of the signal variance, is not re-
stricted to these orthogonality constraints and there-
fore may have a physiological interpretation (see e.g.
Kelso et al., 1998).

In contrast to the KL expansion the dual-basis pro-
jection uses a fixed set of basis vectors defined a priori;
i.e., they are not calculated from the data set under
consideration. For instance, here we decompose our
data from the syncopate condition into patterns calcu-
lated from the auditory and motor-alone control condi-
tions. These patterns, in general, are not orthogonal
and they do not cover as much variance as the patterns
from a KL expansion. However, they may be more
physiologically relevant because they represent the
brain response to the elementary events in our exper-
iment, i.e., acoustic tones and finger movements.
Again, the goal is to separate a spatiotemporal pattern
H(t) into a spatial part and a temporal part but now the
basis patterns are not necessarily orthogonal. There-
fore, their time-dependent amplitudes cannot be calcu-
lated as a projection of the original signal onto these
vectors but onto the corresponding adjoint vectors in
dual space. Given a set of vectors f(k), the set of adjoint
vectors is f(k)1 with the property

f ~k! z f ~k9!1 5 O
i51

N

f i
~k!f i

~k9!1 5 dkk9. (2)

n general, the number of basis vectors, M, will be
much smaller than the number of components, N, for
ach vector (in our case we have M 5 2 vectors with

5 143 components each) and (2) does not define the
djoint vectors uniquely. Therefore, we restrict the
pace for the adjoint vectors f(k)1 to the subspace de-
ned by the patterns f(k); i.e., we express the adjoint
ectors as a linear combination of the vectors f(k),

which reads in components

f i
~k!1 5 O

l51

M

a l
kf i

~l!. (3)

Inserting (3) into (2) we obtain

O
i51

N

$f i
~k! O

l51

M

a l
k9f i

~l!% 5 dkk9, (4)
which represents a linear system of equations for the
coefficients al

k9. By rearranging the sums, (4) can be
written in the form

O
l51

M

a l
k9 O

i51

N

f i
~k!f i

~l! 5 dkk9, (5)

from which the coefficients al
k9 can be readily calcu-

ated. The time-dependent amplitudes jk(t) correspond-
ing to the patterns f(k) are now given by

jk~t! 5 H~t! z f ~k!1 5 O
i51

N

Hi~t!f i
~k!1. (6)

The system (5) has unique solutions only if the pat-
terns f(k) are linearly independent. For practical appli-
ations it is estimated (Uusitalo and Ilmoniemi, 1997)
hat the angles akl between the patterns should not be

smaller than 30° to produce meaningful results. If the
patterns are normalized, these angles are given by

akl 5 arccos$O
i51

N

f i
~k!f i

~l!%

with O
i51

N

~f i
~j!! 2 5 1 j 5 k, l. (7)

he contribution of the pattern f(k) in the dual-basis
projection can be defined as residuals of the mean
square error

E ~k! 5
1

t
O
i51

N E
0

T

$Hi~t! 2 jk~t!f i
~k!% 2dt

with t 5 O
i51

N E
0

T

H i
2~t!dt. (8)

This error is a number between 0 and 1 and the corre-
sponding contribution of pattern k is given as k 5 1 2

(k). In order to obtain the total contribution to the
variance in the original signal from M patterns we
must calculate the quantity

tot 5 1 2 E tot

5 1 2
1

t
O
i51

N E
0

T

$Hi~t! 2 O
k51

M

jk~t!f i
~k!% 2dt. (9)

For the case of an orthogonal set of basis vectors the
quantities k and tot are identical to the eigenvalue lk

and the sum of eigenvalues in the KL expansion, re-
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FIG. 1. Magnetic activity on a subject’s head (left) and in polar projection (right). Red and yellow areas indicate where the magnetic field
lines exit the head; in the blue regions the field lines enter. (Left) Subject’s head reconstructed from an MRI scan with magnetic brain activity
associated with a right finger movement superimposed. Maximum amplitude is located over the centrolateral area of the left hemisphere as
expected. (Right top) The same activity pattern (motor-evoked field) projected into polar coordinates (the nose points up). The scale to the
right shows the field amplitudes. Sensor locations used in the present experiment are indicated by dots; the circle shows the approximate area
that was covered by the 37-channel device used in the earlier research (see Introduction). (Right bottom) Polar projection for an auditory
evoked field.

FIG. 2. Relation between metronome and coordination behavior. (Top) Time series of metronome and response for an entire trial
(averaged across trials from one subject). The switch in behavior can be seen around the border between plateaus IV and V. (Bottom)
Corresponding relative phase (between response peak and tone onset) values plotted by cycle in a 4p diagram (all trials included). Cycles
classified as syncopation are plotted in green, red indicates synchronization cycles, and all ommited cycles are open black. Histograms of
relative phase values are plotted above together with the mean phase and standard deviation.
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spectively. If the set is nonorthogonal, the value of tot
may differ from the sum of the single contributions.

2.6. Topographic Displays

Throughout this article we will display magnetic brain
activity as two-dimensional topographic plots (e.g., Fig. 1
(right)) in order to visualize the activity over the whole
head as a single planar pattern. This 2D representation
is obtained by projecting the 3D location of sensor i in
spherical coordinates (ri, ui, fi) into polar coordinates
that define a location on a plane according to

Xi 5 suicos fi and Yi 5 suisin fi, (10)

where s is a scaling factor that determines the size of
the topographic map. Figure 1 (right) shows two such
representations for a sensorimotor (top) and an audi-
tory-evoked field (bottom). White dots indicate the lo-
cations of the sensors. Data values between sensor
locations were interpolated for topographic mapping
with a 2D spline of third order.

3. RESULTS: COORDINATION BEHAVIOR

Figure 2 (top) shows the averaged time series for the
metronome and finger movement on plateaus I–VIII
for a representative subject. A transition from synco-
pated to synchronized coordination can be seen on pla-
teaus IV and V. The presence of more than one re-
sponse during the transition period is a result of
averaging across trials and reflects the fact that sub-
jects switched at different cycles in different trials. The
bottom half of Fig. 2 shows the transition in terms of
relative phase calculated between response peak and
tone onset. Cycles classified as syncopation are plotted
in green, synchronization cycles are in red, and those
that did not fall into either category are indicated by
black open circles. The distributions of relative phase
values for each plateau are shown in the histograms
with the mean 6 standard deviation indicated for each
distribution. The red and green lines in the histograms
denote 0° (perfect synchronization) and 180° (perfect
syncopation), respectively. It can be seen that, on av-
erage, when asked to syncopate the peak of the re-
sponse was a bit early, whereas after the transition on
plateau IV, response peaks are delayed with respect to
tone onset rather than perfectly in-phase or synchro-
nized. Nevertheless, there is a clear switch in coordi-
nation around the fifth plateau.

4. RESULTS: SPATIOTEMPORAL DYNAMICS
OF MEG ACTIVITY

4.1. Control Conditions: Auditory
and Motor Evoked Fields

Shown in Fig. 3 are time series of averaged MEG
activity from the two control conditions. The top half
shows the response evoked by an auditory tone and on
the bottom, that for a voluntary finger flexion. The
number of events in these averages is approximately
80. Overlaid is the topographic pattern at maximum
amplitude that occurs at 92 ms after stimulus onset for
the auditory event and at 20 ms prior to peak move-
ment amplitude for the sensorimotor case. Regions of
strong activity are overlaid in orange–yellow denoting
magnetic field lines exiting the head (at the time of
maximum brain activity) and in light blue where the
field lines enter. The auditory event elicits two dipolar
patterns, one over each hemisphere with the one over
the right side more pronounced. The motor field is a
single dipole over the left hemisphere contralateral to
the right-handed finger movement. The maximum am-
plitudes are 440 and 290 fT for the auditory and move-
ment evoked fields, respectively.

4.2. The Syncopate Condition

Figure 4 shows the time series of magnetic activity
averaged over trials and cycles for the syncopate con-
dition at coordination frequencies of 1.25 Hz (plateau
II) before the transition and 2.5 Hz (plateau VII) after
the transition. Overlaid are the patterns that corre-
spond to maximum field amplitude that occurred at 90
and 45 ms after stimulus onset for plateaus II and VII,
respectively.

On plateau II two dipolar fields exist, one in each
hemisphere. This pattern reflects the brain’s auditory
response, as is evident from a comparison with the
auditory control (Fig. 3). Later in the cycle there is a
second peak that reflects movement (see also Fig. 5).
On plateau VII the activity over the right hemisphere
seen on plateau II has disappeared almost completely.
The remaining field over the left hemisphere is dipolar
and the pattern and the time series are very similar to
the motor-only control in Fig. 3. Note that the time
series are shifted compared to the motor-only control
condition because in Fig. 3 signals are averaged with
respect to peak amplitude (as there is no stimulus),
whereas the data on plateau VII are averaged with
respect to stimulus onset. The relation between stim-
ulus and movement is plotted on the lower right corner
of Fig. 4, showing that the peak movement occurs after
stimulus onset (about 70 ms), which accounts for this
shift in time.

Topographic sequences (sampled every 64 ms) are
shown in Fig. 5. Plotted below each topo are the time
series of the stimulus (green) and movement response
(blue). The red vertical line indicates the location of the
topo within the cycle. On plateau II an auditory pat-
tern appears shortly after the stimulus (visible at the
end of first and start of the second row). The polarity of
this pattern reverses at the start of the third row and
at the end of this row a movement-related dipolar
pattern over the left hemisphere becomes visible. Com-
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FIG. 3. Control conditions: Time series of magnetic brain evoked activity by an auditory tone (top) and flexion of the right index finger
bottom) overlaid with topographic patterns corresponding to the maximum field amplitude (93 ms after tone onset for the auditory control
nd 22 ms prior to peak flexion for the motor control). In the lower right of each subplot the time series for the stimulus (top) and the
ovement profile (bottom) are shown.
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FIG. 4. Time series of magnetic brain activity in single channels in topographic sensor layout for the syncopate condition on plateau II
(top) before the transition and plateau VII (bottom) posttransition overlaid with the spatial patterns at the time of maximum activity (90 and
45 ms after stimulus onset for plateaus II and VII, respectively). In the lower right of each subplot time series for the metronome and the
movement are shown for a syncopate (top) and a synchronized cycle (bottom).
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pared to the auditory pattern the amplitude of the
pattern over sensorimotor cortex is small as is to be
expected from inspection of the control conditions (cf.
Fig. 3).

On plateau VII the dominant pattern is the move-
ment dipole that appears shortly before peak ampli-
tude reaches a maximum and then reverses in polarity
in the second row for this plateau. Activity over the
right hemisphere is hardly visible at the beginning of
the second row. Notice that the overall amplitude on
plateau VII is smaller than on plateau II and that the
motor dipole oscillates at twice the stimulus frequency;
i.e., it performs a complete oscillation for the half cycle
that is shown.

The frequency components for these time series are
shown in the power spectra depicted in Fig. 6 for the
same pre- and posttransition plateaus overlaid with
the spatial pattern of total power. On plateau II power
is distributed over both hemispheres and most of the

FIG. 5. Sequences of topographic plots of magnetic brain activity
are the time series of the stimulus (green) and response (blue). The
number next to the topo is the maximum activity at this time point
spectra are broad, i.e., do not show a dominant fre-
quency. On plateau VII activity over auditory areas
has virtually disappeared and the motor dipole oscil-
lates at twice the coordination rate as indicated by the
dominant spectral component at this frequency.

Plots of the relative phase between the stimulus and
the time series of the brain signal calculated from the
Fourier component at the coordination frequency on all
eight plateaus (Fig. 7) show a jump by a value of p
mainly over the left hemisphere in areas where the
motor field is strong. In Fig. 7 larger solid circles indi-
cate that the power at the coordination frequency in a
given channel was larger than 5% of the maximum
power on at least one plateau. Smaller open circles
were used when the largest power was smaller than
this value. In the left half of the motor dipole the phase
switches from 2p to 0, whereas in the right half the
switch is from 0 to p. This difference is due to fact that
the time series in both halves of the left dipole have

plateaus II and VII sampled every 64 ms. Plotted below each topo
vertical line indicates the location of the topo within the cycle. The
fT.
on
red
in
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FIG. 6. Power spectra obtained from the time series for the syncopate condition on plateau II (top) and plateau VII (bottom) overlaid with
he spatial patterns representing the total power.
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essentially the same shape but are reversed in polarity.
Other cortical areas are characterized by little or no
signal (e.g., sensors over frontal and occipital regions)
or high amplitude, but little or no relation to the task
(e.g., ipsilateral motor and temporal regions).

5. DECOMPOSITION OF SPATIOTEMPORAL
DYNAMICS OF THE BRAIN

KL expansions for the auditory and motor-only con-
trol conditions are shown in Fig. 8. Like the pattern at
maximum amplitude (Fig. 3) the dominant mode in the
auditory control shows dipoles over the right and (less
pronounced) left hemispheres. The corresponding am-
plitude has its main peak about 100 ms after stimulus
onset. The dominant pattern from the motor alone
condition is a single dipole over the contralateral hemi-
sphere. Notice that the polarity is reversed compared
to Fig. 3. We chose this representation because it sim-
plifies the comparison with the patterns obtained from
the syncopate condition (see below). The time course of
the amplitude has the typical shape for a voluntary
movement (e.g., Cheyne and Weinberg, 1989; Kristeva

FIG. 7. Relative phase between the stimulus and the brain sign
spatial patterns representing the power of the largest Fourier compon
power at the coordination frequency in this channel was larger than 5
used when the largest power did not exceed this value.
et al., 1991) with a slow build-up of the readiness field
prior to movement onset, the peak of the premotor
field, the three motor-evoked fields with reversed po-
larity, and the postmotor field after the movement.

Figure 9 shows the first two spatial patterns, their
corresponding amplitudes, and spectra of the time se-
ries for all eight plateaus of the syncopate condition.
The dominant mode on the first three plateaus is very
similar to the auditory control with dipolar activity
over both hemispheres. The time series is also similar
to the auditory control with a peak approximately 100
ms after stimulus onset followed by a smaller ampli-
tude second peak with reversed polarity after about
200 ms. As the coordination frequency increases this
reversed peak becomes almost the same size as the
first peak, beginning on plateau III. On plateau IV the
pattern becomes more movement-like and the time
series no longer exhibits a sharp peak after the stim-
ulus. On plateaus V–VIII, i.e., after the transition to
synchronization is complete, the motor pattern domi-
nates and the time series shows the pronounced mini-
mum around the middle of the cycle where stimulus
and peak movement coincide. On posttransition pla-

for the syncopate condition on all eight plateaus overlaid with the
t at the coordination frequency. Larger solid circles indicate that the
f the largest power on at least one plateau. Smaller open circles were
al
en
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teaus the contribution of the second modes is smaller
compared to pretransition values, whereas the eig-
envalue for the first mode increases slightly. This
indicates a spatiotemporal signal that is more dom-
inated by a single spatial distribution of brain ac-
tivity.

A dual-basis projection from the syncopate condition
into the patterns from the auditory (top) and move-
ment (bottom) control conditions is shown in Fig. 10.
On the left, the spatial patterns (left column) and their
adjoints (right column) are plotted. The strong similar-
ity between the patterns and their adjoints indicates
that the auditory- and movement-related patterns are
almost orthogonal. The angle calculated from (7) for
these two patterns turns out to be 71°. The time series
corresponding to the auditory pattern (top row) exhib-
its the typical shape for an evoked event on the pre-
transition plateaus (I–IV). The relative amplitude in-
dicated as a number next to the time series decreases
on these plateaus as the coordination frequency in-
creases. Posttransition (plateaus V–VIII) activity with
an auditory spatial distribution is virtually absent and
the time series are quite noisy. Power spectra plotted

FIG. 8. The first two modes and their amplitudes from KL de
FIG. 9. The first two modes and their amplitudes from K
below the time series do not show an especially consis-
tent behavior across frequency plateaus.

The time series corresponding to the motor pattern
display a qualitative change at the transition point.
Pretransition, the largest (negative) amplitude is lo-
cated around the beginning and the end of the cycle
and switches to the center position on posttransition
plateaus (the locations where the movement actually
occurs). The relative amplitude shows no significant
dependence on the coordination frequency. The contri-
bution of both patterns to the total variance of the
magnetic brain activity (given by the value of tot) stays
almost constant around 65% on all plateaus, whereas
the relative contributions from auditory- and motor-
related activity (denoted by the values of k for the two

atterns) change significantly across frequency. That
s, the amplitude of the auditory component normal-
zed to a maximum of 1 (shown next to the time series)
ecreases systematically across plateaus, whereas the
mplitude for the movement component is about con-
tant. The power spectra below the time series exhibit
strong to dominant component at the coordination

requency on pretransition plateaus, whereas post-

positions for the auditory and motor alone control conditions.
ecompositions for the syncopate condition on all plateaus.
com
L d
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transition the first harmonic at twice this rate domi-
nates. Overlaid on the time series (in green) is the
function that corresponds to the Fourier component at
the coordination frequency that shows the phase shift
of p at the transition point between plateaus IV and V.

he same (green) time series for the auditory pattern
hows no well-defined phase in the pretransition re-
ion. Posttransition, the phase is consistently around
/2 even though the overall amplitude is small.
This amplitude dependence for the auditory and
ovement components as a function of coordination

requency is shown for all three subjects in Fig. 11.
lotted is the peak (normalized) amplitude for the au-
itory (red) and movement (blue) patterns across pla-
eaus. The movement-related amplitude stays approx-
mately constant, whereas the amplitude of the
uditory pattern decreases almost linearly with fre-
uency on pretransition plateaus converging to a small
onstant value posttransition.

FIG. 10. Dual-basis projection of the syncopate condition into a
text).

FIG. 11. Peak amplitudes of the decomposition for the syncopate
ubjects. As coordination frequency increases the auditory pattern d
onstant.
6. DISCUSSION AND CONCLUSIONS

The present study used a full-head SQuID array to
nvestigate the spatiotemporal dynamics of neuromag-
etic activity and their relation to a well-defined be-
avioral transition from syncopated to synchronized
uditory–motor coordination. Our results allow physi-
logical interpretations of three phenomena that were
ot previously possible due to limited sensor coverage.
e had previously reported (Fuchs et al., 1992; Kelso et

l., 1992) that the dominant spatial pattern of brain
ctivity changes at the transition point. Now we can
nterpret this change as a switch from a bilateral au-
itory field pattern to a contralateral motor field. This
appens because auditory-related brain activity de-
reases in amplitude with increasing frequency,
hereas the contribution from sensorimotor cortical

ources stays roughly constant throughout. Although
uditory event-related potentials and event-related

is composed of the auditory and motor-only control conditions (see

ndition into the auditory (red) and motor (blue) basis pattern for all
s out, whereas the motor related amplitude remains approximately
bas

co
rop
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fields (Hari et al., 1982; Näätänen and Picton, 1987)
have been previously studied in the low-frequency
range, i.e., with interstimulus intervals between 1 and
16 s, the frequency range in our experiment (inter-
stimulus intervals between 1 s and 400 ms), to our
knowledge, has not been investigated systematically.
However, preliminary results show a similar drop in
amplitude of the auditory-like pattern as stimulus fre-
quency increases (Carver et al., 1999). The virtual dis-
appearance of auditory activity at higher frequencies
also explains our previous result (Fuchs et al., 1992)
that pre- and posttransition activity cannot be ob-
tained by superimposing auditory and motor-only
fields from control conditions with different phase lags.

From the dual-base decomposition it is also clear
now that the emergence of oscillations at twice the
coordination frequency after the transition is due to
the dominance of sensorimotor activity. Time-depen-
dent amplitudes for the motor pattern at high plateaus
are characterized by an almost sinusoidal waveshape
with two peaks per cycle. In contrast, at low plateaus
features of event-related fields associated with tran-
sient voluntary movement can be identified. These in-
clude a slow readiness field prior to movement (e.g.,
plateau 2, Fig. 10) followed by a series of evoked com-
ponents. The lack of a readiness field posttransition is
notable as it may reflect a change in motor planning
mechanisms.

As far as the p shift in the phase of the brain signal
is concerned, we conclude that it is solely related to the
switch in timing of the motor response. We base this
conclusion on two observations. First, the coordination
frequency component of the time-dependent ampli-
tudes of the motor dipole shift by p at the transition as
can be seen in Fig. 10. Second, only sensors over the
contralateral sensorimotor area show this shift in the
event-related fields; it is not evident over other areas of
the head.

Our results thus demonstrate that the reorganiza-
tion of the coordinative pattern on the behavioral level
is accompanied by changes in the spatiotemporal dy-
namics of auditory and motor cortical activity.
Whereas the phase shift in the brain signal appears to
reflect the fact that a behavioral transition has already
occurred (i.e., the motor response and hence the motor
dipole component of the event-related fields has shifted
in time), it is not clear whether the changes in the
auditory response and motor field waveshape are de-
pendent on the occurrence of this transition. A more
likely explanation is that they reflect changes in the
neural response to auditory and motor events of in-
creasing rate. These frequency-dependent changes
may in fact contribute to the increasing instability of
syncopation by leading to changes in sensorimotor in-
tegration processes that cause entrainment of the mo-
tor response to the metronome. For example, a readi-
ness field is observed when humans perform inten-
tional movements and may be necessary to separate
finger flexion from each auditory tone. Synchroniza-
tion, on the other hand, is more automatic and less
intention or planning may be necessary to keep pace
with the metronome.

In conclusion, a key idea in this experiment is that
emergent macroscopic patterns of neural activity form
and spontaneously reorganize under continuous
changes in a system-sensitive parameter, here the co-
ordination frequency (Fuchs et al., 1992; Kelso et al.,
1992; Mayville et al., 1999; Wallenstein et al., 1995).
Generally speaking, such functional reorganization
and change are due to instability in the spatiotemporal
dynamics: under parametric variation, a given pattern
of coordination among individual components becomes
unstable and switches to a new form of coordination.
Instability is a sign of so-called self-organization in
behavioral and neural systems. Whereas the generic
features of instability in self-organized dynamical sys-
tems are now commonplace (e.g., enhanced fluctua-
tions and critical slowing down prior to the transition;
see Haken (1996); Kelso (1995); Schöner and Kelso
(1988) for review), the specific physiological mecha-
nisms underlying phase transitions in brain and be-
havior are still unclear. The results presented here
may signify a central mechanism underlying transi-
tions from syncopated to synchronized unimanual co-
ordination with an external metronome that involves a
dynamic reorganization of neural activity in auditory
and motor-related cortical areas. This is in contrast to
other work that suggests that the physiological mech-
anism through which instability arises in this type of
coordination task is at the neuromuscular–skeletal
level (Carson et al., 1999; see also Kelso et al., submit-
ted for publication, for a reply).

Future work is needed to clarify the relation between
auditory and motor neuromagnetic responses and the
mode of coordination on the behavioral level by exam-
ining, for example, situations in which the frequency is
increased but transitions in coordinative timing do not
occur.

ACKNOWLEDGMENTS

Research supported by NIMH (Neurosciences Research Branch)
Grant MH42900, KO5 MH01386 to JASK, and the Human Frontier
Science Program. We thank the MEG group at the AKH in Vienna
for their hospitality, and Gerald Lindinger and Dagmar Mayer for
their help during the data collection.

REFERENCES

Carson, R. G., Byblow, W. D., Poon, P., and Smethurst, C. J. 1999.
Changes in posture alter the attentional demands of voluntary
movement. Proc. R. Soc. London B 266:853–857.

Carver, F. W., Fuchs, A., Mayville, J. M., Davis, S. W., and Kelso,
J. A. S. 1999. Systematic investigation of the human brain’s re-
sponse to rhythmic auditory stimulation. In Dynamical Neuro-



84 FUCHS ET AL.
science VII, Satellite Symposium at the Annual Meeting of the
Society for Neuroscience, Miami, October 1999.

Cheyne, D., and Weinberg, H. 1989. Neuromagnetic fields associated
with unilateral finger flexions: Pre-movement and movement-
evoked fields. Exp. Brain Res. 78:604–612.

Fuchs, A., Kelso, J. A. S., and Haken, H. 1992. Phase transitions in
the human brain: Spatial mode dynamics. Int. J. Bifurc. Chaos
2:917–939.

Haken, H. 1996. Principles of Brain Functioning: A Synergetic Ap-
proach to Brain Activity, Behavior and Cognition. Springer Verlag,
Berlin.

Hari, R., Katila, K., Tumiomisto, T., and Varpula, T. 1982. Inter-
stimulus interval dependence of the auditory cortex response and
its magnetic counterpart: Implications for their neural generation.
Elec. Clin. Neuro. 54:561–569.

Jirsa, V. K., Friedrich, R., Haken, H., and Kelso, J. A. S. 1994. A
theoretical model of phase transitions in the human brain. Biol.
Cybern. 71:27–35.

Jirsa, V. K., and Haken, H. 1997. A derivation of a macroscopic field
theory of the brain from the quasi-microscopic neural dynamics.
Physica D 99:503–526.

Jirsa, V. K., Fuchs, A., and Kelso, J. A. S. 1998. Connecting cortical
and behavioral dynamics: Bimanual coordination. Neural Comput.
10:2019–2045.

Kelso, J. A. S. 1995. Dynamic Patterns: The Self-Organization of
Brain and Behavior. MIT Press, Cambridge, MA.

Kelso, J. A. S., DelColle, J. D., and Schöner, G. 1990. Action–
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